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## The Adjacency Matrix

A walk of length $k$ in $G$ is a sequence of (not necessarily distinct) vertices $x_{1}, \ldots, x_{k+1}$ such that $x_{i} \sim x_{i+1}$ for all $1 \leq i \leq k$. A walk is said to be closed if $x_{k+1}=x_{1}$.

## The Adjacency Matrix

A walk of length $k$ in $G$ is a sequence of (not necessarily distinct) vertices $x_{1}, \ldots, x_{k+1}$ such that $x_{i} \sim x_{i+1}$ for all $1 \leq i \leq k$. A walk is said to be closed if $x_{k+1}=x_{1}$.


## The Adjacency Matrix

A walk of length $k$ in $G$ is a sequence of (not necessarily distinct) vertices $x_{1}, \ldots, x_{k+1}$ such that $x_{i} \sim x_{i+1}$ for all $1 \leq i \leq k$. A walk is said to be closed if $x_{k+1}=x_{1}$.


## Lemma

The number of walks of length $k$ from $u$ to $v$ is $A_{u v}^{k}$.

## The Adjacency Matrix

A walk of length $k$ in $G$ is a sequence of (not necessarily distinct) vertices $x_{1}, \ldots, x_{k+1}$ such that $x_{i} \sim x_{i+1}$ for all $1 \leq i \leq k$. A walk is said to be closed if $x_{k+1}=x_{1}$.


## Lemma

The number of walks of length $k$ from $u$ to $v$ is $A_{u v}^{k}$.
By definition of matrix multiplication, we have

$$
A_{u v}^{k}=\sum A_{u w_{1}} \cdots A_{w_{k-1} v},
$$

where the sum ranges over all sequences $w_{1}, \ldots, w_{k-1}$.

## The Adjacency Matrix

A walk of length $k$ in $G$ is a sequence of (not necessarily distinct) vertices $x_{1}, \ldots, x_{k+1}$ such that $x_{i} \sim x_{i+1}$ for all $1 \leq i \leq k$. A walk is said to be closed if $x_{k+1}=x_{1}$.


## Lemma

The number of walks of length $k$ from $u$ to $v$ is $A_{u v}^{k}$.
By definition of matrix multiplication, we have

$$
A_{u v}^{k}=\sum A_{u w_{1}} \cdots A_{w_{k-1} v}
$$

where the sum ranges over all sequences $w_{1}, \ldots, w_{k-1}$. The term will be 1 if this sequence defines a walk and will be 0 otherwise.
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Theorem (Hoffman)
If $G$ is $d$-regular then $\alpha(G) \leq \frac{-\mu_{n}}{d-\mu_{n}} \cdot n$.
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This is not just generalization for generalization's sake! This is one of the key observations in Hao Huang's recent proof of the sensitivity conjecture.
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## Theorem (Huang 2019)

If $H$ is an induced subgraph of $Q_{n}$ on $2^{n-1}+1$ vertices, then it has maximum degree at least $\sqrt{n}$.
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Thus all the eigenvalues of $B_{n}$ are $\pm \sqrt{n}$. Because $\operatorname{Tr}\left(B_{n}\right)=0=\sum \mu_{i}\left(B_{n}\right)$, each appears with equal multiplicity.
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## Corollary

From the eigenvalues of $A$ it is impossible to determine if $G$ is connected, contains a $C_{4}$, etc.
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From the proof of the Sensitivity Conjecture, we've already seen that instead of using $A$, we can use some other matrix associated to $G$ in order to try and solve our problems. More generally, spectral graph theory works as follows:

$$
G \rightarrow M_{G} \rightarrow \sigma\left(M_{G}\right) \rightarrow \text { Combinatorial Properties of } G
$$

For this to actually be useful, it is crucial that the matrix (and its eigenvalues) are reasonable to compute. E.g. the following is not a very useful matrix

$$
X_{G}=\chi(G) \cdot I
$$
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Note that $L$ arises as a boundary-coboundary operator, as well as a chip firing operator in the Abelian sandpile model.
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## The Laplacian

Let $0=\lambda_{1} \leq \cdots \leq \lambda_{n}$ be the eigenvalues of $L$.
Theorem (Matrix-Tree Theorem)
Let $\tau(G)$ denote the number of spanning trees of $G$. Then

$$
\tau(G)=\frac{1}{n} \prod_{i=2}^{n} \lambda_{i}
$$

It's not hard to show that for the complete graph we have $\sigma(L)=\left\{0, n^{(n-1)}\right\}$, so $\tau\left(K_{n}\right)=n^{n-2}$.

## Corollary (Cayley's Formula)

The number of labeled trees on $n$ vertices is $n^{n-2}$.

## The Laplacian

Theorem (Godsil, Newman)
Let $S$ be an independent set in $G$. If $\bar{d}(S)$ is the average degree of the vertices in $S$, then

$$
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## The Laplacian

## Theorem (Godsil, Newman)

Let $S$ be an independent set in $G$. If $\bar{d}(S)$ is the average degree of the vertices in $S$, then

$$
|S| \leq\left(1-\frac{\bar{d}(S)}{\lambda_{n}}\right) n
$$

If $G$ is $d$-regular, then

$$
\alpha(G) \leq \frac{\lambda_{n}-d}{\lambda_{n}} \cdot n=\frac{-\mu_{n}}{d-\mu_{n}} \cdot n,
$$

because $D=d l$ (giving $L=d l-A$ ).
More generally, for regular graphs it is often the case that many choices of $M$ will solve the problem (with the "correct $M$ " generalizing to non-regular graphs).

## The Normalized Laplacian

Let $D$ be the diagonal matrix of degrees of $G$. For $G$ a graph without isolated vertices, define the normalized Laplacian matrix
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Recall that a random walk is defined by starting at some vertex and then iteratively choosing a uniformly random neighbor to walk to. The probability transition matrix of this process is
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## The Normalized Laplacian

Let $D$ be the diagonal matrix of degrees of $G$. For $G$ a graph without isolated vertices, define the normalized Laplacian matrix

$$
\mathcal{L}=D^{-1 / 2} L D^{-1 / 2}=I-D^{-1 / 2} A D^{-1 / 2} .
$$



Recall that a random walk is defined by starting at some vertex and then iteratively choosing a uniformly random neighbor to walk to. The probability transition matrix of this process is $A D^{-1} \sim D^{-1 / 2} A D^{-1 / 2}$. Thus the eigenvalues of $\mathcal{L}$ control how quickly random walks converge (and this exact formulation also gives it a nice Raleigh quotient to work with).
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The End
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